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1.1 Word sense disambiguation

Anyone who gets the joke when they hear a pun nedlize that lexical
ambiguity is a fundamental characteristic of larggiaWords can have
more than one distinct meaning. So why is it tleat tloesn’t seem like
one long string of puns? After all, lexical ambiyus pervasive. The 121
most frequent English nouns, which account for alooetin five word oc-
currences in real text, have on average 7.8 meamiagh (in the Princeton
WordNet (Miller 1990), tabulated by Ng and Lee (1998ut the potential
for ambiguous readings tends to go completely uoedtin normal text
and flowing conversation. The effect is so strongt thome people will
even miss a pun (a real ambiguity) obvious to ath&/ords may be
polysemous in principle, but in actual text thex@éry little real ambiguity
— to a person.

Lexical disambiguation in its broadest definiti@mniothing less than de-
termining the meaning of every word in context, ethappears to be a
largely unconscious process in people. As a contiput problem it is
often described as “Al-complete”, that is, a problevhose solution pre-
supposes a solution to complete natural-languagieratanding or com-
mon-sense reasoning (Ide and Véronis 1998).

In the field of computational linguistics, the pteim is generally called
word sense disambiguation (WSD), and is definethagproblem of com-
putationally determining which “sense” of a wordativated by the use of
the word in a particular context. WSD is essertialtask of classification:
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word senses are the classes, the context provigesvidence, and each
occurrence of a word is assigned to one or morésopossible classes
based on the evidence. This is the traditional amdngon characterization
of WSD that sees it as an explicit process of dsgmation with respect
to a fixed inventory of word senses. Words are meslito have a finite
and discrete set of senses from a dictionary, imdeknowledge base, or
an ontology (in the latter, senses correspond teeots that a word lexi-
calizes). Application-specific inventories can atmoused. For instance, in
a machine translation (MT) setting, one can treativianslations as word
senses, an approach that is becoming increasiegsjble because of the
availability of large multi-lingual parallel corpaithat can serve as training
data. The fixed inventory of traditional WSD redud®s complexity of the
problem, making it tractable, but alternatives gxs we will see below.

WSD has obvious relationships to other fields saghexical semantics,
whose main endeavour is to define, analyze, anmchatiély understand the
relationships between “word”, “meaning”, and “coxite But even though
word meaning is at the heart of the problem, WS®rever really found a
home in lexical semantics. It could be that lexisamantics has always
been more concerned with representational issees {@r example, Lyons
1995) and models of word meaning and polysemy sd¢ofacomplex for
WSD (Cruse 1986; Ravin and Leacock 2000). And seothvious proce-
dural or computational nature of WSD paired witherly invocation in
the context of machine translation (Weaver 1948)diked it more closely
with language technology and thus computationgluistics. In fact, WSD
has more in common with modern lexicography, wishintuitive premise
that word uses group into coherent semantic unitisits empirical corpus-
based approaches, than with lexical semantics 8/ilal. 1993).

The importance of WSD has been widely acknowledigedomputa-
tional linguistics; some 700 papers in the ACL Amtigy mention the
term “word sense disambiguatiohOf course, WSD is not thought of as
an end in itself, but as an enabler for other tasid applications of com-
putational linguistics and natural language praogs@NLP) such as pars-
ing, semantic interpretation, machine translatiofogrmation retrieval, text

1 To compare, “anaphora resolution” occurs in 438 map®wever, such statistics
should not be taken too seriously. The ACL Antholiagw digital archive of re-
search papers in computational linguistics, coverindetences and workshops
from 1979 to the present, maintained by the Assaxiaior Computational Lin-
guistics (www.aclweb.org/anthology). Our statisticsravgathered in November
2005.
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mining, and (lexical) knowledge acquisition. Howgvia counterpoint to
its theoretical importance, explicit WSD has noivals demonstrated
benefits in real applications.

A long-standing and central debate is whether W®Dukl be re-
searched as a generic or as an integrated compdnéhé generic setting,
the WSD component is a black box encompassing alic#xprocess of
WSD that can be dropped into any application, mikeha part-of-speech
tagger or a syntactic parser. The alternative im¢tude WSD as a task-
specific “component” of a particular applicationanspecific domain and
integrated so completely into a system that itiffcdlt to separate out.
Research into explicit WSD, having received theklnfl effort, has pro-
gressed steadily and successfully to a point whenee people now ques-
tion if the upper limit in accuracy (low as it is dine-grained sense dis-
tinctions) has been attained (Section 1.6 giveseatiperformance levels).
And yet, explicit WSD has not yet been convincinglgmonstrated to
have a significant positive effect on any applicatiOnly the integrated
approach has been successful, with disambiguaften occurring implic-
itly by virtue of other operations, for example tive language and transla-
tion models of statistical machine translation. Toemer conception is
easier to define, experiment with, and evaluatd,iaithus more amenable
to the scientific method; the latter is more apgbie and puts the need for
explicit WSD into question.

Despite uncertain results on real applications, eéffert on explicit
WSD has produced a solid legacy of research resukshodology, and
insights for computational semantics. For examfueal contextual fea-
tures (i.e., other words near the target word) ige\better evidence in
general than wider topical features (Yarowsky 200®jeed, the role of
context in WSD is much better understood: Companeather classifica-
tion tasks in NLP (such as part-of-speech taggiD requires a wide
range of contextual knowledge to be modeled fromdipatterns of part-
of-speech tags around a topic word to syntactiatimels to topical and
domain associations. Each part-of-speech and emseh word relies on
different types of knowledge for disambiguationr Fsstance, nouns bene-
fit from a wide context and local collocations, w@s verbs benefit from
syntactic features. Some words can be disambigumtedsingle feature in
the right position, benefiting from a “discriminat’ method; others re-
quire an aggregation of many features. Homograpbsganerally much
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easier to disambiguate than polysemous wowis.evaluation methodol-

ogy has been defined by Senseval (Kilgarriff antinéa 2000) and many
resources in several languages are now availalslellf for a small sam-

ple of tested words, that have sufficient traindega, the performance of
WSD systems is comparable to that of humans (medsas the inter-

tagger agreement among two or more humans), asragrated by the re-
cent Senseval results (see Sect. 1.6 below).

Two “spin offs” worth mentioning include the devphloent of explicit
WSD as a benchmark application for machine learm@sgarch, because
of the clear problem definition and methodologye thariety of problem
spaces (each word is a separate classification), thek high-dimensional
feature space, and the skewed nature of word sbsisidbutions. And sec-
ond, WSD research is helping in the developmenpagfular lexical re-
sources such as WordNet (Fellbaum 1998; Palmek €081, 2006) and
the multilingual lexicons of the MEANING project (¥sen et al. 2006).

To introduce the topic of WSD, we begin with a bhéstory. Then, in
Section 1.3 we discuss the central theoreticalessf “word sense” and
the sense inventory. In Sections 1.4-1.6 we sunzmaveral practical
aspects including applicability to NLP tasks, theeéhbasic approaches to
WSD, and current performance achievements. FinSigtion 1.7 gathers
our thoughts on emerging and future research inEbW

1.2 A brief history of WSD research

In order to introduce current WSD research, regbitethe book, we pro-
vide here a brief review of the history of WSD rasda3

WSD was first formulated as a distinct computaticlagk during the
early days of machine translation in the late 1940aking it one of the
oldest problems in computational linguistics. WeaE949) introduced
the problem in his now famous memorandum on madameslation:

If one examines the words in a book, one at a timeutth an opaque mask
with a hole in it one word wide, then it is obviousipossible to determine,

2 For the present purposes, a homograph is a coarsedrseénse distinction be-
tween often completely unrelated meanings of the saand string (e.g.bankas

a financial institution or a river side). Polysemyalves a finer-grained sense dis-
tinction in which the senses can be related in diffeveays (e.g.bankas a physi-
cal building or as an institution). See Section bi3tirther details.

3 See Ide and Véronis (1998) for a more extensiverigtp to 1998, of course.)
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one at a time, the meaning of words. “Fast” may nfeapid”; or it may mean
“motionless”; and there is no way of telling which.

But, if one lengthens the slit in the opaque maskl| ané can see not only the
central word in question but also say N words on e#fde, then, if N is large
enough one can unambiguously decide the meaning ...

In addition to formulating the general methodol@gyl applied today (see
also Kaplan (1950) and Reifler (1955)), Weaver agkedged that con-
text is crucial, and recognized the basic statibtibaracter of the problem
in proposing that “statistical semantic studiesuthdoe undertaken, as a
necessary primary step.”

The 1950s then saw much work in estimating theekegf ambiguity in
texts and bilingual dictionaries, and applying diengtatistical models.
Zipf (1949) published his “Law of Meaningthat accounts for the skewed
distribution of words by number of senses, thattligt more frequent
words have more senses than less frequent worapawer-law relation-
ship; the relationship has been confirmed for Binéish National Corpus
(Edmonds 2005). Kaplan (1950) determined that twodw@f context on
either side of an ambiguous word was equivalerd tohole sentence of
context in resolving power.

Some early work set the stage for methods stilbped today. Master-
man (1957), for instance, used the headings ofdbegyories irRoget’s In-
ternational Thesauru@Chapman 1977) to represent the different senses of
a word, and then chose the heading whose contaimeds were most
prominent in the context. Madhu and Lytle (1965)cakdted sense fre-
guencies of words in different domains — obsenéagly on that domain
constrains sense — and then applied Bayes fornaulehdose the most
probable sense given a context.

Early researchers well understood the significannd difficulty of
WSD. In fact, this difficulty was one of the reasomhy most of MT was
abandoned in the 1960s due to the unfavorable ALROrt (1966). For
example, Bar-Hillel (1960) argued that “no existmgimaginable program
will enable an electronic computer to determing tha wordper is used
in its ‘enclosure’ sense in the passage below, useraf the need to model,
in general, all world knowledge like, for exampilee relative sizes of ob-
jects:

4 Zipf's “Law of Meaning” is different from his well kawn “Zipf's Law” about
the power-law distribution of word frequencies.
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Little John was looking for his toy box. Finally heuhd it. The box was in the
pen John was very happy.

Ironically, the very “statistical semantics” thated&ver proposed might
have applied in cases such as this: Yarowsky (260@s that the trigram
in the penis very strongly indicative of the enclosure sersece one al-
most never refers to what is in a writing pen, g@kder ink.

WSD was resurrected in the 1970s within artificnaklligence (Al) re-
search on full natural language understandinghim gpirit, Wilks (1975)
developed “preference semantics”, one of the §iystems to explicitly ac-
count for WSD. The system used selectional resiristand a frame-based
lexical semantics to find a consistent set of wegdses for the words in a
sentence. The idea of individual “word experts” sedl over this time
(Rieger and Small 1979). For example, in Hirst'8§1) system, a word
was gradually disambiguated as information wasqzhbgtween the vari-
ous modules (including a lexicon, parser, and séimamterpreter) in a
process he called “Polaroid Words”. “Proper” knatlge representation
was important in the Al paradigm. Knowledge sourbesd to be hand-
crafted, so the ensuing knowledge acquisition éoéitk inevitably led to
limited lexical coverage of narrow domains and wioubt scale.

The 1980s were a turning point for WSD. Large-stetécal resources
and corpora became available so handcrafting cbeldeplaced with
knowledge extracted automatically from the rescai(@®ilks et al. 1990).
Lesk’s (1986) short but extremely seminal paper ubedverlap of word
sense definitions in th@xford Advanced Learner’s Dictionary of Current
English(OALD) to resolve word senses. Given two (or more) tangetls
in a sentence, the pair of senses whose definitiame the greatest lexical
overlap are chosen (see Chap. 5 (Sect. 5.2)).ddaty-based WSD had
begun and the relationship of WSD to lexicograpbgdme explicit. For
example, Guthrie et al. (1991) used the subjecesde.g., Economics,
Engineering, etc.) in theongman Dictionary of Contemporary English
(LDOCE) (Procter 1978)n top of Lesk’s method. Yarowsky (1992) com-
bined the information inRoget's International Thesaurusvith co-
occurrence data from large corpora in order tonlehsambiguation rules
for Roget's classes, which could then be appliedvtmds in a manner
reminiscent of Masterman (1957) (see Chap. 10 (S€c2.1)). Although
dictionary methods are useful for some cases ofdveemse ambiguity
(such as homographs), they are not robust sin¢®mnlicies lack complete
coverage of information on sense distinctions.

The 1990s saw three major developments: WordNetrbecavailable,
the statistical revolution in NLP swept through,daSenseval began.
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WordNet (Miller 1990) pushed research forward beeatiwas both com-
putationally accessible and hierarchically orgamizato word senses
called synsets. Today, English WordNet (together witihdnets for other
languages) is the most-used general sense inventWsD research.

Statistical and machine learning methods have baecessfully applied
to the sense classification problem. Today, methloalstrain on manually
sense-tagged corpora (i.e., supervised learningads} have become the
mainstream approach to WSD, with the best resultdlitasks of the Sen-
seval competitions. Weaver had recognized thestitai nature of the
problem as early as 1949 and early corpus-basel byowWeiss (1973),
Kelley and Stone (1975), and Black (1988) presdbedstatistical revolu-
tion by demonstrating the potential of empiricalthoels to extract disam-
biguation clues from manually-tagged corpora. Braetral. (1991) were
the first to use corpus-based WSD in statistical MT.

Before Senseval, it was extremely difficult to campand evaluate dif-
ferent systems because of disparities in test wanisotators, sense inven-
tories, and corpora. For instance, Gale et al. ZI%2) noted that “the lit-
erature on word sense disambiguation fails to aifeiear model that we
might follow in order to quantify the performanckéaur disambiguation
algorithms,” and so they introduced lower bounds(sing the most fre-
guent sense) and upper bounds (the performanceirofil annotators).
However, these could not be used effectively wniffficiently large test
corpora were generated. Senseval was first disdussE997 (Resnik and
Yarowsky 1999; Kilgarriff and Palmer 2000) and nafter hosting three
evaluation exercises has grown into the primarurfoffor researchers to
discuss and advance the field. Its main contrilbbuticas to establish a
framework for WSD evaluation that includes standaed task descrip-
tions and an evaluation methodology. It has alsnged research, enabled
scientific rigor, produced benchmarks, and gendratdstantial resources
in many languages (e.g., sense-annotated corpbtes),enabling research
in languages other than English.

Recently, at the Senseval-3 workshop (Mihalcea Bdohonds 2004)
there was a general consensus (and a sense okjleaisthe traditional
explicit WSD task, so effective at driving researbhd reached a plateau
and was not likely to lead to fundamentally newesegsh. This could indi-
cate the need to look for new research directionghe field, some of
which may already be emerging, for instance theaigegarallel bilingual
corpora. Section 1.7 explores the emerging resgardhlet’s first review
the issue at the center of it all: word senses.



8  Agirre and Edmonds

1.3 What is a word sense?

Word meaning is in principle infinitely variable dutontext sensitive. It
does not divide up easily into distinct sub-meaging senses. Lexicogra-
phers frequently discover in corpus data loose awerlapping word
meanings, and standard or conventional meaningsné&tl, modulated,
and exploited in a bewildering variety of ways @étriff 1997; Hanks
2000; also Chap. 2). In lexical semantics, thisnoineenon is often ad-
dressed in theories that model sense extensiosementic vagueness, but
such theories are at a very early stage in explgitihe complexities of
word meaning (e.g., Cruse 1986; Tuggy 1993; Lyor8b19

“Polysemy” means to have multiple meanings. Itrisrdrinsic property
of words (in isolation from text), whereas “ambityliis a property of
text. Whenever there is uncertainty as to the nmeathat a speaker or
writer intends, there is ambiguity. So, polysemglitates only potential
ambiguity, and context works to remove ambiguity.

At a coarse grain a word often has a small numibesenses that are
clearly different and probably completely unrelatedeach other, usually
calledhomographsSuch senses are just “accidentally” collectedeurtide
same word string. As one moves to finer-grainedirdisons the coarse-
grained senses break up into a complex structuireterfrelated senses, in-
volving phenomena such as general polysemy, requidysemy, and
metaphorical extension. Thus, most sense distingtare not as clear as
the distinction betweebank as ‘financial institution’ andank as ‘river
side’. For examplebank as financial institution splits into the following
cloud of related senses: the company or institutibe building itself, the
counter where money is exchanged, a fund or resdrv@oney, a money
box (piggy bank, the funds in a gambling house, the dealer immalging
house, and a supply of something held in resdm@(d bank (WordNet
2.1).

Even rare and seemingly innocuous words suchjumén offer a rich
structure of meaningS'he American Heritage Dictionary of the English
Languagelists three related noun-senses: the outer angmer of a
wall, a brick forming such an angle (a cornerstpiagd a wedge-shaped
block. As a verb, it can mean to build a cornehvdistinctive blocks, or,
in the printing domain, to secure metal type witliuain.

Given the range of sense distinctions in examples &s these, which
represent the norm, one might start to wonder &f tbry idea of word-
sense is suspect. Some argue that task-indepeseesgs simply cannot
be enumerated in a list (Kilgarriff 1997; othersttiwords are monose-
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mous, having a have only a single, abstract mea(iunl 1989). And
perhaps the only tenable position is that a wordstnave a different
meaning in each distinct context in which it occiBat a strong word-in-
context position ignores the intuition that worcagss seem to cluster to-
gether into coherent sets, which could be callatse® even if the sets
cannot be satisfactorily described or labeled. Wbek on sense discovery
or induction gives some empirical evidence for tmtiition, however
such “senses” are more aptly called “word uses8 (kap. 6 (Sect. 6.3)).

Concerns about the theoretical, linguistic, or ps}ogical reality of
word senses notwithstanding, the field of WSD hascessfully estab-
lished itself by largely ignoring them, much asi¢éegraphers do in order
to produce dictionaries. Except, Kilgarriff (Chap.skiggests that is time
to take notice.

In practice, the need for a sense inventory hasedriVSD research. In
the common conception, a sense inventory is anustive and fixed list
of the senses of every word of concern in an agitin. The nature of the
sense inventory depends on the application, anchaliere of the disam-
biguation task depends on the inventory. The threefGense inventories
are: clarity, consistency, and complete coveragthefrange of meaning
distinctions that matter. Sense granularity is abfua key consideration:
too coarse and some critical senses may be migsedine and unneces-
sary errors may occur. For example, the ambigufitynouse(animal or
device) is not relevant in English-Basque machiaadiation, whersagu
is the only translation, but is relevant in (Englesid Basque) information
retrieval. The opposite is true sister, which is translated differently into
Basque depending on the gender of the other sikdimigpafor ‘sister of a
girl' andarrebafor ‘sister of a boy’. In fact, Ide and Wilks (Ch&) argue
that coarse-level distinctions are the only oned tumans and machines
can reliably discriminate (and that they #éne distinctions of concern to
applications). There is evidence (see Chap. 4)itls#nses are too fine or
unclear, human annotators also have difficultygagsg them.

The “sense inventory” has been the most contenisgsue in the WSD
community, and it surfaced during the formationS&nseval, which re-
quired agreement on a common standard. The maimtiories used in
English research have included LDOCEqget's International Thesaurus
Hector, and WordNet. For other languages a vaiétglictionaries have
been used, together with local WordNet versionshEgsource has its
pros and cons, which will become clear throughbet book (especially
Chaps. 2, 3, and 4). For example, Hector (Atkin81}9s lexicographi-
cally sound and detailed, but lacks coverage; LDO1@E subject codes
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and a structure such that homographs are partedesphomogeneous, but
is not freely available; WordNet is an open andyvy@spular resource, but
is too fine-grained in many cases. Senseval eviytsgttled on WordNet,
mainly because of its availability and coverage. d@firse, this choice
sidesteps the greater debate of explicit versudidingVSD, which brings
the challenge that entirely different kinds of int@y would be required
for applications such as MT (translation equivalshcand IR (induced
clusters of usages).

1.4 Applications of WSD

Machine translation is the original and most obsiayplication for WSD
but disambiguation has been considered in almastyeMLP application,
and is becoming increasingly important in recemaarsuch as bioinfor-
matics and the Semantic Web..

Machinetrandation (MT). WSD is required for lexical choice in MT for
words that have different translations for diffdareanses and that are po-
tentially ambiguous within a given domain (sincenstibmain senses could
be removed during lexicon development). For examipiean English-
French financial news translator, the English nohangecould translate
to eitherchangemen('transformation’) ormonnaie(‘pocket money’). In
MT, the senses are often represented directly adsniorthe target lan-
guage. However, most MT models do not use expi8D. Either the
lexicon is pre-disambiguated for a given domaimdierafted rules are
devised, or WSD is folded into a statistical tratish model (Brown et al.
1991).

Information retrieval (IR). Ambiguity has to be resolved in some que-
ries. For instance, given the quemyepressioh should the system return
documents about illness, weather systems, or ecos8m similar prob-
lem arises for proper nouns suchRaleigh (bicycle, person, city, etc.).
Current IR systems do not use explicit WSD, ang ogl the user typing
enough context in the query to only retrieve docotmeelevant to the in-
tended sense (e.g.tr@pical depressiof). Early experiments suggested
that reliable IR would require at least 90% disaguhtion accuracy for
explicit WSD to be of benefit (Sanderson 1994). oecently, WSD has
been shown to improve cross-lingual IR and docum#assification
(Vossen et al. 2006; Bloehdorn and Hotho 2004; ghoand Stevenson
2004). Besides document classification and croggihl IR, related appli-
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cations include news recommendation and alertiogicttracking, and
automatic advertisement placement.

Information extraction (IE) and text mining. WSD is required for the
accurate analysis of text in many applications.iRstance, an intelligence
gathering system might require the flagging of,, salythe references to il-
legal drugs rather than medicadrugs Bioinformatics research requires
the relationships between genes and gene produdis tatalogued from
the vast scientific literature; however, genes drar proteins often have
the same name. More generally, the Semantic Weliresgautomatic an-
notation of documents according to a referencelogyo all textual refer-
ences must be resolved to the right concepts amk structures in the on-
tology (Dill et al. 2003). Named-entity classifizat, co-reference
determination, and acronym expansidiQ as magnesiunor milligram)
can also be cast as WSD problems for proper na¥i88 is only begin-
ning to be applied in these areas.

L exicography. Modern lexicography is corpus-based, thus WSDIeaxid
cography can work in a loop, with WSD providing ghuempirical sense
groupings and statistically significant contextuadlicators of sense to
lexicographers, who provide better sense invergasied sense-annotated
corpora to WSD. Furthermore, intelligent dictioeariand thesauri might
one day provide us with a semantically-cross-refegd dictionary as well
as better contextual look-up facilities.

Despite this range of applications where WSD shawseat potential to
be useful, WSD has not yet been shown to make aidedifference in
any application. There are various isolated resthigg show minor im-
provements, but just as often WSD can hurt perfageaas is the case in
one experiment on information retrieval (Sander$884). There are sev-
eral possible reasons for this. First, the domé@ncapplication often con-
strains the number of senses a word can have ¢ang.would not expect
to see the ‘river side’ sense ledinkin a financial application), and so lexi-
cons can be constructed accordingly. Second, WSihtnmiot be accurate
enough yet to show an effect. Third, treating WS3Daa explicit compo-
nent, as the majority of research does, meansttbahnot be properly in-
tegrated into a particular application or apprdgtiatrained on the do-
main. Most applications, such as MT, do not havedagepfor a WSD
module (but see Carpuat and Wu (2005)), so eiteerapplication or the
WSD would have to be redesigned. Research is pgihhing on domain-
specific WSD (see Chap. 10).
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Nevertheless, it's clear that applications do regjMV/SD in some form —
perhaps through amplicit encoding of the same contextual models used
in explicit WSD. For example in IR, a two-word gyearan disambiguate
itself, implicitly, since both words are often usedtext together in the
senses intended by the user (etigppical depressionabove), and we've
already mentioned the modeling of WSD in MT. Therkvon explicit
WSD can serve to explore and highlight the pardicédatures that provide
the best evidence for accurate disambiguation,igmplr explicit.

1.5 Basic approaches to WSD

Approaches to WSD are often classified accordinghéomain source of
knowledge used in sense differentiation. Methodd tiely primarily on
dictionaries, thesauri, and lexical knowledge baséhout using any cor-
pus evidence, are termelictionary-basedor knowledge-basedVethods
that eschew (almost) completely external informmatamd work directly
from raw unannotated corpora are terrmedupervisednethods (adopting
terminology from machine learning). Included instobategory are methods
that use word-aligned corpora to gather cross-Isiguevidence for sense
discrimination. Finally supervisecandsemi-superviseiVSD make use of
annotated corpora to train from, or as seed dadsbibotstrapping process.

Almost every approach to supervised learning hag Ineen applied to
WSD, including aggregative and discriminative altjons and associated
techniques such as feature selection, parametaniaation, and ensemble
learning (see Chap. 7).

Unsupervised learning methods have the potentialV&wcome the new
knowledge acquisition bottleneck (manual senseit@ggand have
achieved good results (Schitze 1998). These methdable to induce
word senses from training text by clustering wortwrences, and then
classifying new occurrences into the induced chs&tenses (see Chap. 6).

The knowledge-based proposals of the 1970s andu&0still a matter
of current research. The main techniques use smlattrestrictions, the
overlap of definition text, and semantic similarniteasures (see Chap. 5).
Ultimately, the goal is to do general semantic liefiee using knowledge
bases, with WSD as a by-product.

Table 1.1 is our attempt to be systematic in conerihe main ap-
proaches to WSD in this book, but it was not alwagsy. For instance,
Chapters 9 and 10 cover some techniques that difit very well in other
chapters. Indeed, drawing a line between curresiesys is difficult, not
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Table 1.1. A variety of approaches to word sense disambignadre dis-
cussed in this book
Approach Technique Chapter
Knowledge-based Hand-crafted disambiguation rules t chieered
Selectional restrictions (or preferencesed tc 5
filter out inconsistent senses
Comparing dictionary definitions to the dert 5
(Lesk’s method)
The sense most similar to its context, using sg-
mantic similarity measures
“One-sense-per-discourse” and other heuristigs
Unsupervised Unsupervised methods that cluster word occir-
corpus-based rences or contexts, thus inducing senses
Using an aligned parallel corpus to infer cros$; 9, 11
language sense distinctions

Supervised Supervised machine learning, trained ona 7
corpus-based manually-tagged corpus

Bootstrapping from seed data (semi-superviséd)
Combinations Unsupervised clustering techniques coeabin6

with knowledge base similarities
Using knowledge bases to search for exampl@s
for training in supervised WSD
Using an aligned parallel corpus, combined 9
with knowledge-based methods
Using domain knowledge and subject codes 10

least because recent research is exploring novebic@tions of already

existing techniques. For instance, cross-linguistilence gathered from
word-aligned corpora can be used to train supethggstems, and then be
combined with knowledge bases; unsupervised cliagtdechniques can

be combined with knowledge-base similarities todpice sense prefer-
ences; and the information in knowledge-bases eansed to search for
training examples which are then fed into suped/MiSD.

Regardless of the approach, all WSD systems extoatextual features
of a target word (in text) and compare them agdimstsense differentia-
tion information stored for that word. A naturabssification problem,
WSD is characterized by its very high-dimensioredtfire space. Almost
every type of local and topical feature has beawshto be useful includ-
ing part-of-speech, word (as written and lemmaljlocation, semantic
class, subject or domain code, and syntactic degeyd(see Chap. 8).
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1.6 State-of-the-art performance

We will briefly summarize the performance achieu®d state-of-the-art
WSD systems. First, homographs are often considerbéd a solved prob-
lem. Accuracy above 95% is routinely achieved usiegy little input
knowledge: for example, Yarowsky (1995) used a ssupervised ap-
proach evaluated on 12 words (96.5%), and SteveasdnWilks (2001)
used part-of-speech data (and other knowledge ssuon all words using
LDOCE (94.7%).

Accurate WSD on general polysemy has been morewdifto achieve,
but has improved over time. In 1997, Senseval-1géfiiff and Palmer
2000) found accuracy of 77% on the English lexgahple task,just be-
low the 80% level of human performance (estimatgd ifter-tagger
agreement; however, human replicability was estchatt 95%; see Chap.
4). In 2001, scores at Senseval-2 (Edmonds anaC8@01) appeared to
be lower, but the task was more difficult, as itswased on the finer-
grained senses of WordNet. The best accuracy oRrigésh lexical sam-
ple task at Senseval-2 was 64% (to an inter-taggezement of 86%). Ta-
ble 1.2 gives the results for all evaluated langsadrevious to Senseval-
2, there was debate over whether a knowledge-basethchine learning
approach was better, but Senseval-2 showed tha&nssed approaches
had the best overall performance. However, the estipervised system
on the English lexical sample task performed at 48%l below the most-
frequent-sense baseline of 48%, but better thanrdhdom baseline of
16%.

By 2004, the top systems on the English lexical dangsk at Senseval-
3 (Mihalcea and Edmonds 2004) were performing atdmlevels accord-
ing to inter-tagger agreement (see Table 1.3). €hedp systems, all su-
pervised, made between 71.8% and 72.9% correctnbigaiations com-
pared to an inter-tagger agreement of 67Pkhe best unsupervised system
overcame the most-frequent-sense baseline achi@@#gaccuracy. The

5 A “lexical sample” task involves tagging a few ooemces of a sample of words
for which hand-annotated training data is provided.“all-words” task involves
tagging all words occurring in running text. See @iba4.

6 This low agreement is perhaps explained because tio¢adors in this case were
non-experts at the task — they were merely self-slegarticipants in the Open
Mind Word Expert project (Chlovski & Mihalcea 2002)rather than linguisti-
cally trained lexicographers and students as empl@yediously. Systems can
beat human ITA because adjudication for the goldideted occurs after inter-
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Table 1.2. Performance of WSD systems in the Senseval-2 evalugidmonds
and Kilgarriff 2002)

LanguageTask SystemsLemmas Instances ITA Baselind Best score

English AW 21 1,082 2,473  75% 57%/- 69%/55%
Estonian AW 2 4608 11,504 72 85 67
Basque LS 3 40 5284 75 65 76
English LS 26 73 12,939 86 48/16 64/40
Italian Ls 2 83 3,900 21 - 39
Japanese LS 7 100 10,000 86 72 78
Korean LS 2 11 1,733 - 71 74
Spanish LS 12 39 6,705 64 48 65
Swedish LS 8 40 10,241 95- 70
Japanese ™ 9 40 1,200 81 37 79

Copyright © 2002, Cambridge University Press. Rdpoed with permission of Cam-
bridge University Press and Edmonds and Kilgarriff.

AW all-words,LSlexical sampleTM translation memory.

PITA is inter-tagger agreement, which is deemedpeubound for the task.

“The ITA for English nouns and adjectives is repiriéerbs had an ITA of 71%.

“The baseline is most-frequent sense.

°Scores separated by a slash are supervised/unmguemethods; supervised when there is
no slash.

score on the all-words task was lower than for 8esis2, probably be-
cause of a more difficult text. Senseval-3 alsaugtd the complete domi-
nation of supervised approaches over pure knowkdged approaches.

1.7 Promising directions

Martin Kay, in his acceptance speech for the 2005L ALifetime
Achievement Award, made a distinction between “cotafional linguis-
tics” (CL), the use of computers to investigate amther linguistic theory,
and “natural language processing” (NLP), engineetithnologies for
speech and text processing. Although much of tbermework in computa-
tional WSD falls squarely in the latter, solvingtWSD problem is actu-
ally a prototypical endeavor for the former.

tagger agreement is calculated (see Chap. 4). Thisstieat the systems could be
performing more like linguistically trained individisa having learned from the
adjudicated corpus. Notice that other languages lggmbhagreements.
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Table 1.3. Performance of WSD systems in the Senseval-3 evatufihalcea
and Edmonds 2004)

Language TaskSystemsLemmas Instance$TA® Baseliné Best score

English AW 26 - 2,081  62% 62%F 65%/58%
Basque LS 8 40 7,362 78 59 70
Catalan LS 7 27 6,721 93 66 85
English LS 47 57 - 67 55/- 73/66
Italian LS 6 45 7,584 89 18 53
RomanianLS 7 39 11,532 - 58 73
Spanish LS 9 46 12,625 83-®Y 84

Hindi ™ 8 41 11,984 - 56 67
English GL 10 - 42,491 - - 68

Copyright © 2004, Association for Computational diristics. Reproduced with permission
of the Association for Computational Linguisticddavlihalcea and Edmonds.

@AW all-words,LS lexical sampleTM translation memonGL gloss task.

PITA is inter-tagger agreement.

“The baseline is most-frequent sense.

dScores separated by a slash are supervised/unmgeemethods; supervised when there is
no slash.

Thus, the field finds itself in a strange positidime problem of resolv-
ing lexical ambiguity itself is one of the oldesbplems in CL/NLP and
MT research, acknowledged as both difficult and seary. So difficult
that it was partially responsible for the cessatibfunding to MT research
in the 1960s following the ALPAC report. Neverthalegesearchers have
made great strides in solving one constrained eeref the problem: the
traditional conception as an explicit task of resw fine-grained and
coarse-grained ambiguity to a fixed inventory aisss. The three evalua-
tion exercises run by Senseval show that over etyaof word types,
word frequencies, and sense distributions, expMfiSD systems are
achieving consistent and respectable accuracysepeld yet, this success
has not translated into better performance ortytiti real applications.
Ironically, research into WSD has become sepanaim fresearch into
NLP applications, despite several efforts to ingzs# and demonstrate
utility.

As we mentioned in Section 1.2, there is a groviegding in the com-
munity that change is necessary. The route takeaach the state-of-the-
art systems — explicit WSD solved by supervisednieg approaches —
may not lead to future performance increases éuriddamentally new re-
search results.
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We believe that there are two complementary rofdesard. The first
is to become more theoretical, to return to comfpral linguistics, to
work on WSD embracing more realistic models of weethse (including
non-discreteness, vagueness, and analogy), thuandraon and feeding
theories of word meaning and context from (componat) lexical seman-
tics and lexicography. While not obviously immedigtapplicable, this
research has defensible goals. Can we look to W&SBarch to provide a
practical computational lexical semantics?

The second route is to focus on making WSD applcathatever it
takes. Can any of the results to date be appliedahapplications? Why
doesn’t explicit WSD work in applications when atlggneric NLP com-
ponents do? Does WSD have to be more accuratehdmmgraphs the
best level of granularity? Is domain-based WSDathswer?

Both routes could lead to better applications ametéer understanding
of meaning and language — surely the two main gofalLP and compu-
tational linguistics.

It is worth revisiting the three main open probleoi€ 998, as put forth
by Ide and Véronis (1998), and to add a few more.

The role of context. Ide and Véronis said the “relative role and impor-
tance of information from the different contextsdaheir inter-relations
are not well understood.” (p. 18) Although theresitl more work to be
done in isolating the contribution of different kmedge sources, much is
now understood about the role of context, sucthadtversity of feature
types that can be used as evidence, and the tydeatares most useful
for a few classes of words (see Chap. 8). Perhgosleof future WSD re-
search should be to understand how contextualrrdtion comes to bear
on semantic processing in different applicationshsas MT and IR and to
choose the approach and knowledge sources théfittbst applications.

Sense division. How to divide senses still remains one of the mapen

problems of WSD. As discussed in this chapter dmdughout the book
(see especially Chaps. 2, 3, and 4), semantic natyuis not well under-
stood, and the relation to specific applicationsurexplored territory.
Given the state of the art, coarse-grained diffegsrcould allow for per-
formance closer to an application’s needs.

Evaluation. The first Senseval was held at about the time fde\&ronis
(1998) was publishedAs mentioned above, Senseval's common evalua-
tion framework has focused research, enabled siderigor, and gener-
ated substantial resources. But, to date, it hakedowith onlyin vitro
evaluation of generic WSD, separating the task fapplication.In vivo
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evaluation, or application-specific evaluation, has yet been approached,
but it is precisely this kind of evaluation thatuta prove the utility of
WSD. (See Chapter 4.)

Additional open problems include (following a swvef this book’s
contributors):

Domain- and application-based WSD. We discussed the need for appli-
cation-specific research above as one major rauteaid for the field, but
this will entail a change in the conception of task. Knowing the domain
of a text can often disambiguate its words, bug #ssumes a specialized
domain lexicon or a general lexicon expanded ameduwith domain-
specific information. All-words WSD would be regedt andin vivo
evaluation would support the effort. (See Chapi€rand 11.)

Unsupervised WSD and cross-lingual approaches. Tagging with no, or
very little, hand-annotated training data still d®lthe promise of great
riches. Recent work by McCarthy et al. (2004) oggtag with the pre-
dominant sense has reinvigorated this directiod,tachniques that exploit
alignments in parallel or comparable corpora aigigg momentum (Diab
2003; Ng et al. 2003; Bhattacharya et al. 2004arid Li 2004; Tuf et al.
2004). The knowledge acquisition bottleneck is aoss impediment to
supervised all-words WSD, but this could be alledaby advances in ro-
bust methods for acquiring large sets of trainingneples (for all lan-
guages) with a minimum of human annotation eff(Bee Chapters 6, 9,
and 11.)

WSD as an optimization problem. Current WSD systems disambiguate
texts one word at a time, treating each word itetgan. It is clear though
that meanings are interdependent and the disantmguaf a word can af-
fect others in its context. This was clear in earlsystems (e.g., Lesk
(1986) and Cowie et al. (1992)). The interdependsnamong senses in
the context could be modeled and treated as amizgatiion problem (in
contrast to the classification model of WSD).

Applying deeper linguistic knowledge. Significant advances in the per-
formance of current supervised WSD systems coljdae enriched fea-
ture representations based on deeper linguistievlatiye, rather than bet-
ter learning algorithms. We refer, for instance, sob-categorization
frames, syntactic structure, selectional prefergnsemantic roles, domain
information, and other semantics, which are becgnaivailable in wide-
coverage lexical knowledge bases like WordNet, Wetb(Kipper et al.
2000), and FrameNet (Baker et al. 2003). The rettend to rediscover
semantic interpretation and entailment includes WM semantic role
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labeling as component technologies (Gildea andfskye2002; Dagan et
al. 2005). Coupling these techniques with the ailyeavailable resources,
we are seeing a shift back to knowledge-based rdsthmut this time cou-
pled with corpus-based methods.

Sense discovery. A sense inventory that a priori lists all relevaenses

will never be able to cope with borrowed words, ngards, new usages,
or just rare or spurious usages. In practical tethis makes it very diffi-

cult to move a system into a new domain. Senseodsy was a major
component of Schitze’'s (1998) work (see Chap. €t(%e3)), but little

work has been done since, except Véronis (2004 ndentifying which

words are being used in a novel (previously unknoway, either with a
completely new meaning or an existing meaning, dd useful in many
applications. Senses can also be mined from phcalipora and the Web
(see Chap. 9).

1.8 Overview of this book

This is the first book that covers the entire tagfievord sense disambigua-
tion (WSD) including: all the major algorithms, tegques, performance
measures, philosophical issues, applications, anuald trends. Leading re-
searchers in the field have contributed chapteat shinthesize and over-
view past and state-of-the-art research in thaipeetive areas of exper-
tise. For researchers, lecturers, students, andlajers, we intend the
book to answer (or begin answering) questions ashiow well does
WSD work? What are the main approaches and algasithWhich tech-
nigue is best for my application? How do | buildaitd evaluate it? What
performance can | expect? What are the open pradéihat is the nature
of the relationship between WSD and other langyargeessing compo-
nents? Whaits a word sense? Is WSD a good topic for my PhD? Wiser
the field heading?

We hope that the chapters you have in your hareselpful in this di-
rection.

Chapter 2. Word senses. Adam Kilgarriff explores various conceptions of
“word sense”, including views from lexicographessphilosophers. He ar-
gues that any attempt to pin down an inventory ofdxsenses for WSD
will be problematic by considering limiting casefsnoetaphor, quotation,
and reasoning from general knowledge.



20  Agirre and Edmonds

Chapter 3. Making sense about sense. Nancy Ide and Yorick Wilks sug-
gest that the standard fine-grained division okserby a lexicographer for
use by a human reader may not be an appropriatefgothe computa-

tional WSD task. Giving an overview of the litena&uwon the psycholin-

guistic basis of sense in the mental lexicon, taggue that the level of
sense-discrimination that NLP needs correspondshigpug homographs,

which are often lexicalized cross-linguistically. Ul they propose to re-
orient WSD to what it can actually perform at hagtcuracy.

Chapter 4. Evaluation of WSD systems. MarthaPalmer, Hwee Tou Ng,
and Hoa Trang Dandiscuss the methodology for the evaluation of WSD
systems, developed through Senseval. They give arview of previous
evaluation exercises and investigate sources ofahumter-tagger dis-
agreements. Many errors are at least partiallyneted by a more coarse-
grained partition of the senses. Well-defined saprseps can be of value
in improving sense tagging consistency for both Ansnand machines.

Chapter 5. Knowledge-based methods for WSD. Rada Mihalcea re-

views current research on knowledge-intensive ntthoicluding those

using overlap of dictionary definitions, similaritjgeasures over semantic
networks, selectional preferences for argumentsd, sgveral heuristics,

such as “one-sense-per-discourse”.

Chapter 6. Unsupervised corpus-based methods for WSD. Ted Peder-

sen focuses on knowledge-lean methods that do elgt an external

sources of evidence other than the untagged cotgelé These methods
do not assign sense tags to words, but ratherimipate between word
uses or induce word-use clusters. The chapter revimth distributional

approaches relying on monolingual corpora and nustt@sed on transla-
tional equivalences as found in word-aligned pafabrpora.

Chapter 7. Supervised corpus-based methods for WSD. Lluis Marquez,
Gerard Escudero, David Martinez, and German Rigesent methods that
automatically induce classification models or rulesm manually anno-
tated examples, currently the mainstream approgub.chapter presents a
detailed review of the literature, descriptionsfiggé of the key machine
learning algorithms including Naive Bayes and Suppector Machines,
and a discussion of central issues such as leaémgdigms, corpora
used, sense repositories, and feature represantatio

Chapter 8. Knowledge sources for WSD. EnekoAgirre and Mark Ste-
venson explore the different sources of linguigimwledge that can be
used by WSD systems. An analysis of actual WSDesystreveals that the
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best results are often obtained by combining kndgdesources and the
chapter concludes by analyzing experiments on ffexteof different
knowledge sources.

Chapter 9. Automatic acquisition of lexical information and examples.
Julio Gonzalo and Felisa Verdejo consider the kedgé acquisition bot-
tleneck faced by supervised corpus-based methods.ciiapter reviews
current research to remedy the lack of sufficiariditagged examples, by
using, for example, techniques that mine large @margdor examples of
word senses or coupling parallel corpora with kremgle-based methods.

Chapter 10. Domain-specific WSD. Paul Buitelaar, Bernardo Magnini,
Carlo Strapparava, and Piek Vossen describe apgpeedao WSD that take

the subject, domain, or topic of words into accodifitey discuss the use
of subject codes, the extraction of topic signatuheough a combined use
of a semantic resource and domain-specific corpamd, domain-specific

tuning of semantic resources.

Chapter 11. WSD in NLP applications. Philip Resnikconsiders applica-
tions of WSD in language technology, looking aabthed and emerging
applications and at more and less traditional cptiges of the task.

1.9 Further reading

Visit the book website, www.wsdbook.org, for théekt information and
updates.

Ide and Véronis’s (1998) survey of WSD is an exalistarting point
for a thorough analysis and history of WSD. It farthe introduction to
the special issue domputational Linguistics 24(19n WSD. A special
issue ofComputer, Speech, and Language 1§étlited by Preiss and Ste-
venson, 2004) contains more recent contributions.

The article “Disambiguation, lexical” in thElsevier Encyclopedia of
Language and Linguistics, 2nd edEdmonds 2005) gives an accessible
overview of WSD.

Recent technical surveys are to be foundraundations of Statistical
Natural Language ProcessingMlanning and Schitze 199%peech and
Language Processin@urafsky and Martin 2000), and thktandbook of
Natural Language Processir{@ale et al. 2000). The first introduces WSD
in the statistical framework (including the threaimapproaches) with de-
tailed algorithms of a few selected systems. Thmrsa frames the prob-
lem in the context of semantic representation araldyais, and includes a
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discussion of selectional preferences as well laged overview of the ma-
chine learning focus. The third article, by Davidrgwsky, gives a good
overview of the characteristics of the WSD probleand then focuses
primarily on machine learning and related solutioAs older survey in
Allen’s (1995)Natural Language Understandirtgeats WSD as a compo-
nent in semantic interpretation. Finally, sevetsmers irElectric Words
(Wilks et al. 1996) take a lexicographic perspextin WSD and discuss
how LDOCE can be used.

A few books focus squarely on WSD. Lexical AmbiguRResolution
(Small et al. 1988) is a collection of papers framognitive science per-
spective. Hirst’'s (1987%emantic Interpretation and the Resolution of Am-
biguity discusses his semantic interpretation system Bothafoid Words”.
And Stevenson’s (2003)ord Sense Disambiguatias based on his PhD
dissertation on the benefits of combining knowledgerces.

Evaluation is discussed in two journal special éssComputers in the
Humanities 34(1-2)special issue on Senseval, edited by Kilgarriftl an
Palmer, 2000) andNatural Language Engineering 8(43pecial issue on
evaluating word sense disambiguation systems, cediye Edmonds and
Kilgarriff, 2002).

The main venues for research papers in WSD arpthealsComputa-
tional LinguisticsandNatural Language Engineeringnd the conference
proceedings of the Association for Computationadguiistics (ACL), the
International Conference on Computational Lingusst{€OLING), and
their associated organizations, special interestigg (SIGs), and work-
shops.

Polysemy is of course discussed frequently in éxécal semantics lit-
erature. Cruse's (1986l)exical Semanticgyives a solid overview of
polysemy, and acts as a good starting point fothéurreading. Lyons’
(1995) Linguistic Semanticss worth consulting. Ravin and Leacock’s
(2000) Polysemy:Theoretical and Computational Approachissa recent
summary of activity, with three chapters about catapjonal approaches.
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